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Lecture 6 — Pixel Classification and
advanced segmentation
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What can you do after today?

Describe the concept of pixel classification

Compute the pixel value ranges in a minimum distance
classifier

Implement and use a minimum distance classifier
Approximate a pixel value histogram using a Gaussian

distribution
Implement and use a parametric classifier

Decide if a minimum distance or a parametric classifier is
appropriate based on the training data

Explain the concept of Bayesian classification

Implement and use the linear discriminant analysis (LDA)
classifier

Decide where to place a decision boundary

Understand the use of linear vs non-line hyperplanes for
segmentation
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Go to www.menti.com and use the code 8707 8699
Quiz O: What is advanced segmentation?

0

0

0 0

To
separate
colours?

Use
methods
that mimics
the human
brain?

It just some To draw
vectors linear and
pointing in non-linear
a space? hyper plans
in space

Image Analysis
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Classification

B Take a measurement and put it into a class

Measurement Classes

e Bike
Classifier * Truck
e Car
e Motorbike

e Train

e Bus
Wheels: 2

HP: 50
Weight: 200
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General Classification

B Multi-dimensional measurement

B Pre-defined classes
— Can also be found automatically — can be very difficult!

Image Analysis
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Pixel Classification

CT scan of human head
=if \\,

Four Class labels
Background

Trabecular Bone
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Classify each pixel

- Independent of neighbours
Also called labelling

— Put a label on each pixel
We look at the pixel value

and assign them a label
Labels already defined

Image Analysis
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Quiz 1: Two class pixel classification?
Background and object

A) Median filter
B) Threshold

C) Brightness
D) Morphological Erosion
E) BLOB analysis
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Pixel Classification — formal definition

Pixel value (the measurement) ¥V € R

k classes C = Ciy onn

Classification rule C:R — {Clw san Ck}
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Pixel Classification — example

Pixel value D E [0;255]

Set of 4 classes C={background, soft-tissue, trabeculae, bone}

Classification rule c: v — {background, soft — tissue, trabeculae, bone}

How do we construct a classification rule?
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Pixel classification rule

c: v — {background, soft — tissue, trabeculae, bone}

background trabeculae

soft-tissue

How do we do this?
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Pixel classification rule — manual inspection

c: v — {background, soft — tissue, trabeculae, bone}

= 4840 S

/f« )

Looking at some few pixels Y . ,\

/i

background soft-tissue trabeculae bone
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Pixel classification rule — manual inspection

c: v — {background, soft — tissue, trabeculae, bone}

Looking at some few pixels vl New pixel - where do we put it?

background soft-tissue trabeculae bone
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Pixel classification rule — manual inspection

c: v — {background, soft — tissue, trabeculae, bone}

Looking at some few pixels New pixel — where do we put it?

e Measure the “distance” to
the other classes

e Select the closest class

Minimum distance classification

background soft-tissue trabeculae bone
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Pixel classification rule
Minimum Distance Classification

The possible pixel values are divided into ranges

Here the distance to “background” is
equal to “soft-tissue”

Background soft-tissue Trabecular

range range range

background soft-tissue trabeculae

15 DTU Compute, Technical University of Denmark
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Pixel classification rule

soft — tissue, if

67 + 9

trabeculae, if

Background soft-tissue Trabecular

background soft-tissue trabeculae bone
(4) (67) (95) @R10)
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Pixel classification rule

B For all pixel in the image do

background,if v< (4 + 67)/2
(4 + 67) _ 67 + 95

soft — tissue, if > <v < >
67 + 95 95 + 150
trabeculae, if 2 <v <

B 2
95 + 150
2

bone, ifv >
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Pixel Classification example

Background

CT scan of human head Trabecular Bone
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Better range selection

B Guessing range values is not a
good idea i.e., from a single pixel
2\ value

B Better to use “training data”
B Start by selecting representative

’

f
>
,

(‘

g — To mark points, regions, lines or
U other significant structures

& ; regions from an image
j

Image Analysis
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Classifier training - annotation

B An “expert” is asked how
many different tissue types
that are possible

B Then the expert is asked to
mark representative regions
of the selected tissue types

Background

Trabecular Bone

Image Analysis
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Classifier training — region selection

B Many tools exist

B Python module roipoly

— Select closed regions using a
piecewise polygon

Training is only done once!

Optimally, the training can be used on
many pictures that contains the same
tissue types

Image Analysis
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Initial analysis - histograms

Trabeculae

Soft Tissue

Background

200

Gaussian

Image Analysis
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Initial analysis - histograms

Class separation

Trabeculae

Soft Tissue

Background

200

Image Analysis
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Simple pixel statistics

B Calculate the mean and the standard deviation of
each class

Standard deviation

Image Analysis
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Trabeculae

Soft Tissue

Background

Image Analysis
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P Minimum distance classification

W M‘L

Trabeculae

Any objections?

Soft Tissue The pixel value
ranges are not
always in good
correspondence
with the
Background h iStOg rams?

Image Analysis



To make a pixel classification an expert has
DTU Compute selected representative regions in the image.
. . They contain background (green), soft tissue
QU 1Z 2: (blue), fat (yellow), and bone (purple). The
goal is to classify the pixel marked with a

M | N | M U M d |Sta nce Iilght I?Iue circlel. Usipgda minimum distance
P . classifier, it is classified as?
classification

A) Background
B) Soft tissue
C) Fat

7 81 2222
D) Bone .E’.

DT X

E) None of the above

Solution:
44 -ﬂ117101 176|174
Green: (6+4+9+5)/4=6

Blue: (132+130+134+133)/4= 132,25 7 94 86 pirii
Yellow: (178+175+176+174)/4=175,75 156 158 H3 7 .

Purple: (222+220+219+221)/4=220 7 6 10 35 .
Blue: 158 is closes to 175,75 (yellow)= fat
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Parametric classification

B Describe the histogram using
a few parameters

B Assume a "model” describing
the signal values

B Model: Gaussian/Normal

distribution
— The mean u
— Standard deviation o

B N(:uio-)l ( )2
_ _—n
flx) = gy eXp< P )

Only two values needed

Trabecular bone

Image Analysis
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Parametric classification

Trainin ixel values
9p V1,V2,...,Vn ,

(Belonging to one class)

n

1
Estimated mean — — E V;
n

1=1

Estimated

[ : n
standard .
- E (vi—@)*
deviation n—14L

\

The “signal model” is a Gaussian distribution
2
Trabecular bone flx) = 1 exp( (x — 1) >
oV 2m 202

Image Analysis
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Parametric classification

B Fit a Gaussian to the training pixels for all classes

What do we see here?

Trabeculae
Soft Tissue

What is the difference between
the two classes?

Trabeculae has much higher
variation in the pixel values

Image Analysis
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Quiz 3: Two tissue types — minimum distance
v = /8

Trabeculae
Soft Tissue

Which tissue class?

A) Trabeculae
B))Soft-tissue

Solution: Minimum distance classifier
First, we find the threshold, T:
B: mean(Soft Tissue)=68 and A: mean(Trabeculae)= 95
T = (95+68)/2 = 81,5
Then we classify/segment v=78: A if v>81,5or B if v< 81,5
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Parametric classification

New pixel with value
VAS

- Is it soft-tissue or
trabecular bone?
Minimum distance
classifier?

— Soft-tissue

Is that fair?

— Soft-tissue Gaussian
says "Extremely low
probability that this
pixel is soft-tissue”

Trabeculae
Soft Tissue

Image Analysis
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Quiz 4: Two tissue types - parametric
classification

Which tissue class?
A) Trabeculae
B) Soft-tissue

Solution:

The A distribution (red) is higher
than B (blue) at v=78

v =78

Image Analysis
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Parametric classification — repeat the question

B New pixel with value
Trabeculae 78

Soft Tissue
— Is it soft-tissue or
trabecular bone?

— Most probably
trabecular bone
B Where should we set
the limit?
— Where the two
Gaussians cross!

Image Analysis
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Parametric classification — ranges

Trabeculae
Soft Tissue

Soft-tissue

~

Trabecular bone

B The pixel value ranges
depends on

— The mean

— The standard
deviation
Compared to the
minimum distance
classifier

- Only the average

Image Analysis
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Parametric classification — how to

B Select training pixels for each class
B Fit Gaussians (WV(u;, 0;)) to each class
B Use Gaussians to determine pixel value ranges

Image Analysis
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Parametric classifier - ranges

f1(x) > f2(x)

L

n

Thﬁeé'hom,T
[

fi1(x) < 12(x)

B We want to compute
where they cross

Trabeculae
Soft Tissue

_ 1 (z — pm)”
fl (x) - o1 9 exp (_ 20_% )

Create a lookup table:

e Run through all 256 possible pixel
values

e Check which Gaussian is the
highest

e Store the [value, class] in the
table

Image Analysis
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Alternatively — analytic solution

The two Gaussians

(v — ,Ul)2

(v — M2)2>

1 1
eXxX — — exX —
o1/ p( 207 ) oov/2m p( 202

Intercept at

01%pe — 09”py + \/—012022 (2 po p1 — p2? —2022%1n (Z—f) —m?+201%In (g—f))

Vv =
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An expert have chosen representative regions
DTU Compute in an image that contains soft tissue, liver and
spleen. The image pixel minimum and

- maximum values are 0 and 255. To make a
QU | Z 5 . Cla SS I‘a n g ES parametric classification, the histograms are

parameterized using Gaussian distributions as

A) [0145]/ ]45/ 75]1 ]75/255] seen in the image. What are the class ranges?
B) [40,60], 160,100],]100,140]

C) [0, 60],]60,80],180,255]
D) [0,60],]160,100],]1100,255]
E) [0,75],[75,100],]100,255]

0.08

m— hlodt vaev
0.07k —Ieyer
=—milt

20 40

60 80
Pixel Value ‘
Solution: \ ‘

Image Analysis
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Thomas Bayes

Wikipedia

40 DTU Compute, Technical University of Denmark

m1/702-1/61

B English mathematician
and Presbyterian
minister

Bayes’ theorem

P(B|A)P(A)

P(IB) = ——5 =

Image Analysis
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Bayesian Classification

Pure parametric classifier

assumes equal amount of
different tissue types

Trabeculae
Soft Tissue

Image Analysis
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Bayesian Classification

Trabeculae
Soft Tissue

But much more soft-
tissue than
trabecular bone

How do we handle
that?

Image Analysis
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Bayesian Classification — histogram scaling

Scaled with 0.50

Parametric classifier Bayesian classifier

Little change in class border

(sometimes significant changes)

Image Analysis
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Bayesian Classification

B An expert tells us that a CT
scan of a head contains
- 20% Trabecular bone
- 50% Soft-tissue

B Picking a random pixel in the

image
— 20% Chance that it is
trabecular bone

- 50% Chance that it is soft-
tissue

B How to use that?

Image Analysis
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Formal definition

B The

B Given a pixel value v
— What is the probability that the pixel belongs to class ¢;

Example: If the pixel value is 78, what is the probability that the pixel is bone

P(v|c;)P(c;)
P(v)

45 DTU Compute, Technical University of Denmark Image Analysis
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Formal definition

B The (what is known from before)

Example: From general biology it is known that 20% of a brain CT
scan is trabecular bone. Therefore P(trabecular) = 0.20

P(v|c)P(c;)
P(v

P(c;ilv) =

46 DTU Compute, Technical University of Denmark Image Analysis
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Formal definition

B The also called the
B Given a class, what is the probability of a pixel with value v?

Example: If we consider class = soft-tissue.
What is the probability that the pixel value is 78?

Very low

P(v|c;)P(c;)
(v)

P(ci|v) =

Image Analysis
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Formal definition

B The o]y
B It is basically a normalisation factor: P@) = ZP(vlci)P(ci)

Constant - ignored from now on

P(ci|v) =-

48 DTU Compute, Technical University of D Image Analysis
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Formal definition — sum up

P(v|c;)P(c;)

P(ci|v)'=

,C;=trabeculae

Image Analysis
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Bayesian classification — how to

B Select training pixels for each class
B Fit Gaussians to each class

B Ask an expert for the prior probabilities (how much
there normally is in total for each type)

M For each pixel in the image
— Compute P(c;|v) for each class (the
- Select the class with the highest P(c;|v)

P(v|c;)P(c;)
P(v)

P(c;ilv) =

Image Analysis
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When to use Bayesian classification

B The parametric classifier is good when there are
approximately the same amount of all type of tissues

B Use Bayesian classification if there are very little or
very much of some types

B A more general formulation for segmentation
— especially when going to a higher dimensional feature space

51 DTU Compute, Technical University of D Image Analysis
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High dimensional feature space

MRI - Tlw MRI=T2w  m Combine different
feature inputs to
Improve segmentation

- Different image
modalities e.g. CT vs
MRI

— Subject groups

= Healthy vs disease
— Different angles of object

e.g. cars

DTU Compute, Technical University of Denmark Image Analysis
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High dimensional feature space

MRI - T1lw MRI - T2w

B Feature space:

— 1D is a histogram

— 2D is a scatterplot i.e. 2D
histogram

>2D is bit more
complicated to show

180 200 220 240 260

53 DTU Compute, Technical University of Denmar Image Analysis
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High dimensional feature space

MRI - T1w

Class 1

54 DTU Compute, Technical Univd

120

140 160

MRI - T2w 0

180" 200 220 240 26

e,
am C .
> Sio

Segmentation with
more feature inputs

To train our classifier
model with class
examples

— Draw tissue specific
regions for each class

- and Class 2
- Tissue and type 2

Segmentation:

— Define the threshold for
the decision boundary?

- 1D vs 2D

Class 2

Image Analysis
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High dimensional feature space

cT MRI - T1w

o I W

X
(Qa%

cPQ\

Class 1

180 200

55 DTU Compute, Technical Univd

MRI - T2w B Segmentation with

more feature inputs

B To train our classifier
model with class
examples

— Draw tissue specific
regions for each class

- and Class 2
- Tissue and type 2

B Segmentation:

— Define the threshold for
the decision boundary?

- 1D vs 2D

Class 2

220

Image Analysis
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Decision boundary: Define a model

Class 2
N(,le, 22)

Class 1
N(‘Ul, 21)

56 DTU Compute, Technical University of Denmark

2D feature space
- Better class separation vs 1D?

Model assumption

— Type of distribution?
Intensity histograms looks
Gaussian-like

— We assume Gaussian
distributions: N (u;, ;)

Use Bayes theorem
— Probability of belonging to C2:

P(C2|x)
P(C1l|x)

Desicion boundary
— A hyperplane for T=1:
- P(C2|x)=P(C1|x)

>T

Image Analysis
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Decision boundary: Train a model
B We wish to use Bayes:

P(C2|x)
P(C1l|x)

>T

B The posterior probability
- P(Ci|x) = P(x|p;, Z;)P;
B The likelihood: A Gaussian model
P(x|pi, Z;) = K; exp((x — )T 7 (x — py))

Class 2

Data points:
= x; = [x1,x2]"
Training set:
" tyeci=0and tyecz =1

N (ug,21) The class mean-parameter
1

= What about the prior probability " Wi = Zneci¥n
P(C)? The covariance matrix-parameter

%= (- )" (x — )

57 DTU Compute, Technical University of Denmark Image Analysis 2025
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Gaussian in 2D: The covariance matrix

QUICK REFRESH:
B The covariance matrix:
02 0 T
= Zi=(x—pup) (x — uy)
0 oyy B Expresses the orientation of

Oxx = Oyy . . . . .
anisotropic variance in relation
to the coordinate system

Isotropic Rotational invariant

Anisotropic Aligned with coordinate
system
2
5 = Oxx O
i 2
0 Oy

2 2

Y

y 4 Anisotropic Not aligned with coordinate system

2 2
/ Y = Y

2 2
Oyx Oyy
X

Image Analysis
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The linear discriminant classifier

B Classifier: If x belongs to Cs:

Class 1 Class 2 PCz}x) >T

not C2 «1— P(C1l|x)

m Trick: Take the logarithmn
e In(P(C2]|x)) — In(P(C1]x)) > In(T)

Ni(ug, Z1)  Na(ug, Zz2)

Inspiration to derive:

https://en.wikipedia.org/wiki/Linear_discriminant_analysis

https://people.revoledu.com/kardi/tutorial/LDA/LDA%20Formula.htm
59 Image Analysis




DTU Compute

The linear discriminant classifier

B Classifier: If x belongs to Cs:

P(C2
Class 1 Class 2 (C2]x) >T

not C2 «1— P(C1l|x)

m Trick: Take the logarithmn
e In(P(C2]|x)) — In(P(C1|x)) > In(T)

B Where the log-posterior probability for C;:
1
In(P(Ci|x) = > (x— p)"E 7 x — ) + In(K;) + In(Pi)

- P;is the prior probability for class C;
Ni(ug, Z1)  Na(up, X3)

Inspiration: https://en.wikipedia.org/wiki/Linear_discriminant_analysis
60 Image Analysis
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The linear discriminant classifier

B Classifier: If x belongs to Cs:

Class 1 Class 2 P(C2|x)
not C2 «1— P(C1l|x)

m Trick: Take the logarithmn
0 In(P(C2]|x)) — In(P(C1|x)) > In(T)
B Where the log-posterior probability for C;:
In(P(Ci|x) = %(x —u)’s i_l(x — ;) + In(K;) + In(Pi)

>T

- P;is the prior probability for class C;
Ni(ug, Z1)  Na(up, X3)

B Assuming homoscedasticity (¥; =2, = £;) and
isotropic covariance matrix we have the Linear
Discriminant Analysis (LDA) classifier
model:

P2 1 Ty ~1 Ty -1
lnﬂ‘g(ﬂz*‘l«h) X, (U2 —p)) +x° 27 (U2 — pq) > In(T)

B We train the classifier with examples obtained
from the two distributions N1 and N2

Ins6|%|raDtT|8rébnt1ptl’jct%’s.eé?nrilé;/}/blﬂi grcsjiltz\a,.g)fr L/nvrmﬁll(/Llnea r_discriminant_analysis

Image Analysis
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Quiz 6 - The LDA classifier

Class 1 Class 2 B Linear Discriminat Analysis (LDA):

P2 _
In—=—3 (ﬂz + 1) (g — ) + X7 (g — py) > In(T)

Where:

=l 2

Which data points are placed on the
hyperplane for P(C2| x)=P(C1|x)?

Solution — we see that when T=1=>

In(1)=0 is the decision boundary which is placed
only along X1 i.e. a solution in 1D:
A) [O’S]T Y g

23 I[i’Z%: ln% _ %(MZ + ”1) (ﬂzaoﬂl) 1(#200111)
g)) [[32]]; ~n2 4 1@+ o O

x1=2 & x2= all values
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Projections in the feature space

X2, y(x)<0 V(x)>0 B General formulation of a classifier

y(x)=0 — A projection of data points in relation
Class 2 to the decision boundary

B The LDA function for C,:
P1 1 Ty —1 Ty —1
l@—i(ﬂz‘Fﬂﬂ Lo (=) +x° 2 (up —
~—— — _— e —F
C w w

Class 1

1
I
1
|
I
A
1
.
1
1
i

N

e

Wo

decision boundary

- w projects the class mean direction M The linear discriminat function
i.e. the weight vector
9 Yeez(x) = xTw + wy

 w is normal to the hyperplane of -where Wo is the threshold

the decision boundary for yi(x)=0 B x is assigned to C2 if yoe,(x) > 0
« XxT'w is a dot product i.e. x and ¢ are
projected onto w (a”b = ||al|||b|lcos(6))

63 DTU Compute, Technical University of Denmark
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Projections in the feature space

B General formulation of a classifier

— A projection of data points in relation
to the decision boundary

B The LDA function for C,:

X2

PL 1 S o1,
In— ;(ﬂz"‘ﬂﬂ X, (U2 —p) +x° 2 (g

P? .
R 3 v

C

P — L —""

Wo

* wprojects the class mean direction M The linear discriminat function
i.e. the weight vector Yeea (x) = xTw + Wy

s WIS nor_n?a/ to the hyperplane of -where Wo is the threshold
the decision boundary for yi(x)=0 B x is assigned to C2 if yoe,(x) > 0

« XxT'w is a dot product i.e. x and ¢ are
projected onto w (a”b = ||al|||b|lcos(6))

64 DTU Compute, Technical University of Denmark Image Analysis
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Projections in the feature space

Class 2 B If the covariance is anisotropic
and have different class variances

# - The LDA classifier does not ensure an
optimal class seperation!

— LDA only seperate the class means

B To improve the seperation

— We need to change the model hence
the weight vector, W

65 DTU Compute, Technical University of Denmark Image Analysis
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Projections in the feature space

Class 2 B Fisher's LDA:

- Uses: between-class (means)
covariance:.

Sg = (2 — 1) (uz — py)

X2

_Lyx=0
Class|14

- and: optimise

SW=2:1+22

|
|
]
|
v
I
I
I
J
I

B Find projection w using a
Optimal class separation: cost function:

- The weight vector, w, now ~ J(w) = W:SBW
accounts for both class w! Syw
means and - differentiate:
— which gives (simple solution):
w o Syt (U2 — Hq)
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Segmentation of brain data using LDA

MRI - T1lw MRI - T2w B Fisher's LDA

Decision boundary (T=1)

Decision boundary? Segmentation resultNFisher’s LDA

Class 2

220

67 DTU Compute, — —re Image Analysis
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Limitations of LDA

Patient vs

Tissue degeneration

Linear hyperplane

Non-linear hyperplane

Linear discriminant
analysis (LDA)

— Only linear hyperplanes
Non-linear hyperplanes?

Example:
- I wish to make a classifier
- Features (2D):
— Age vs. Tissue degeneration

Classes
- Healthy controls vs

Image Analysis
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Limitations of LDA

B One class can be separated
— A non-linear problem

Class 1 vs

Image Analysis
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Non-linear Hyperplanes

Class 1 vs Non-linear classifiers
(Machine learning):

Example:
B Gaussian Mixture Model

— Each class is modelled using a
number of Gauss distributions
e.g. class 1

B Again, use Bayes theorem also for
Gaussian Mixture Model

B Optimisation:

a 9JW) _
Non-linear hyperplane ~ We derive =7/==0 for a

Gaussian mixture model

+ Class 1: N¥(,3)¢,, + N1 X)c,,
« Class 2: ¥(u,%),,

Iterative optimisation
algorithm is used to find w

Image Analysis
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Segmentation - Non-linear Hyperplanes

« Convolutional neural network and classification

_] lj I:] — BICYCLE

" INPUT CONVOLUTION + RELU POOLING CONVOLUTION + RELU POOLING FLATTEN FULLY

' \ CONNECTED AT

FEATURE LEARNING } CLASSIFICATION

Weights can be non-linear sigmoid functions: yr = ¢(x,w,w0)

Image Analysis
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What did you learn today?

Describe the concept of pixel classification

Compute the pixel value ranges in a minimum distance
classifier

Implement and use a minimum distance classifier
Approximate a pixel value histogram using a Gaussian

distribution
Implement and use a parametric classifier

Decide if a minimum distance or a parametric classifier is
appropriate based on the training data

Explain the concept of Bayesian classification

Implement and use the linear discriminant analysis (LDA)
classifier

Decide where to place a decision boundary

Understand the use of linear vs non-line hyperplanes for
segmentation
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Lecture 7 — Industry presentations

JLIVision
FOSS Analytics
Dalux
Videometer
IHfood
TrackMan
Novo Nordisk
Radiobotics
Visiopharm
Claas E-systems

73 DTU Compute, Technical University of Denmark
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